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Theories of counterfactuals can be naturally classified according to how they explain

a handful of intuitive judgments. The first judgment is that Sobel sequences such as (1) are

felicitous:2

(1) a. If Sophie went to the parade, she would see Pedro.

b. But if Sophie went to the parade and got stuck behind a tall person, she

wouldn’t see Pedro.

Relatedly, Antecedent Strengthening seems invalid:3

(2) a. If Sophie went to the parade, she would see Pedro.

b. #Therefore, if Sophie went to the parade and got stuck behind a tall person,

she would see Pedro.

Meanwhile, the following Heim sequence is infelicitous:4

(3) a. If Sophie went to the parade and got stuck behind a tall person, she wouldn’t

see Pedro.

b. #But of course, if she went to the parade, she would see Pedro.

The two most prominent views of counterfactuals explain these judgments in different

ways. On one side of the debate, variably strict conditional theorists argue that (1) sounds

fine and (2) sounds bad because Antecedent Strengthening is an invalid rule of infer-

ence.5 On the other side of the debate, strict conditional theorists argue that Antecedent

Strengthening is valid. They say that (2) isn’t a genuine counterexample to Antecedent

Strengthening, because context shifts when (2-b) is uttered. As this view is standardly

developed, context shifts in just the same way when (3-a) is uttered, and (3-b) sounds bad

because it’s false in that shifted context.6

1. For helpful discussion, thanks to Dorothy Edgington, Paolo Santorio, and Eric Swanson, as well as audiences
at Oxford University, the 2023 Formal Epistemology Workshop, the 2022 Formal Rationality Forum, the ILLC
EXPRESS Seminar, and the 2022 Philosophical Linguistics and Linguistical Philosophy Conference.

2. Lewis 1973 introduces these sequences to the literature, crediting them to J. Howard Sobel.
3. Antecedent Strengthening is the rule that one may infer from ‘If p, would q’ to ‘If p and r, would q.’
4. Sequences such as (3), also known as “reverse Sobel sequences,” are originally due to Irene Heim; I follow

von Fintel 2001 in calling them “Heim sequences.”
5. See Stalnaker 1968 and Lewis 1973 for canonical defenses of variably strict accounts.
6. This view is defended by von Fintel 2001, Gillies 2007, Ichikawa 2011, Klecha 2015, Williamson 2020,

Sandgren & Steele 2021, and Greenberg 2021, among others.



This paper defends a third view of counterfactuals, one that reaps the benefits of

both views just described while avoiding their pitfalls. In §1, I give an overview of the

debate as it currently stands. In §2, I develop the strongest possible version of a view

that I ultimately reject—namely, the strict conditional view of Heim sequences defended

by von Fintel 2001. On von Fintel’s behalf, I respond to concerns that have been raised

for his account of Heim sequences. Then in §3, I raise a more serious concern for von

Fintel and other strict conditional theorists, including Gillies 2007, Ichikawa 2011, Hájek

2014, Williamson 2020, and Greenberg 2021—namely, that their view fails to make

sense of our probabilistic judgments about counterfactuals, including judgments about

probabilistic variants of Heim sequences. Similar problems arise for other extant views of

counterfactuals, including those defended by Križ 2015 and Lewis 2018. In §4, I consider

an attempt by Bennett 2003 and Hájek 2021 to dismiss the sort of judgments that I

describe, and I develop some objections to their approach.

In §§5–6, I introduce and defend a more satisfactory view of the semantics and prag-

matics of counterfactuals. I argue that strict conditional theorists have been too quick

to assimilate the context sensitivity of counterfactuals to the context sensitivity of nomi-

nal quantifiers such as ‘all’ and ‘every’. In fact, the gradable adjective ‘nearby’ provides

a better model for the way in which the truth conditions of counterfactuals depend on

context. The synthesis view that I defend incorporates a key insight of variably strict

accounts—namely, that the antecedent of a counterfactual often influences what worlds

are relevant to its truth conditions at a given context. But unlike variably strict accounts,

my view preserves a strict conditional semantics according to which Antecedent Strength-

ening is valid. For instance, there is no context where both sentences of a Sobel sequence

are true. By developing a better understanding of the pragmatics of counterfactuals, we

can endorse a strict conditional semantics and still capture the full range of our intuitive

counterfactual judgments.

1 A brief overview of the debate

Strict conditional and variably strict conditional theorists agree that (4) is context sensitive:

(4) If Sophie went to the parade, she would see Pedro.

According to strict conditional theorists, context contributes an accessibility relation to the

truth conditions of a counterfactual, a function that maps each world of evaluation to a

domain of accessible worlds. ‘If p, would q’ is true just in case every accessible p world is

a q world. For instance, (4) is true just in case every accessible world where Sophie goes
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to the parade is a world where she sees Pedro.7

This strict conditional semantics is motivated by an important observation about neg-

ative polarity items in counterfactuals.8 Roughly speaking, negative polarity items are

expressions that sound fine under negation, but sound bad in many other linguistic con-

texts. For instance, ‘ever’, ‘at all’, and ‘give a damn’ are all negative polarity items. These

expressions sound bad in sentences like the following:

(5) #Sophie ever ran a marathon.

(6) #Sophie paid any attention at all.

(7) #Sophie gives a damn about baseball.

But these same expressions sound fine when they occur under the scope of negation:

(8) Sophie hasn’t ever run a marathon.

(9) Sophie didn’t pay any attention at all.

(10) Sophie doesn’t give a damn about baseball.

It is a familiar fact that in addition to negative polarity items being licensed under nega-

tion, they are also licensed in the restrictors of universal quantifiers. For example, the

aforementioned negative polarity items sound fine in the following sentences:

(11) Every person who ever ran a marathon was exhausted afterwards.

(12) Every student who paid any attention at all got an A on the exam.

(13) The World Series is watched by everyone who gives a damn about baseball.

The traditional explanation for the pattern in our judgments about sentences like (5)–(13)

is that negative polarity items are licensed in downward-entailing environments—that is,

in linguistic environments where replacing an expression with a semantically stronger

expression results in a valid inference.9

How do these facts bear on the dialectic between strict conditional and variably strict

conditional theories of counterfactuals? The key observation is that negative polarity

7. A few standard disclaimers: Strictly speaking, the term ‘counterfactual’ is a misnomer for the sentences
under discussion, which include some conditionals with true antecedents. Throughout this paper, “the
counterfactual domain” refers to the value that the accessibility function takes at the actual world, and
“accessible” is used for the worlds in this domain.

8. This motivation was introduced and developed by von Fintel 2001, p. 132–3. For additional sympathetic
discussion, see Nichols 2017, p. 625–6 and Boylan & Schultheis 2021, p. 378.

9. This generalization is due to Ladusaw 1979. See §8.4 of Israel 2011 for an introductory discussion of
Ladusaw’s theory, as well as a survey of various refinements of the theory by subsequent authors.
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items sound fine in the antecedents of counterfactuals:

(14) If Sophie ever ran a marathon, she would be exhausted afterwards.

(15) If Sophie had paid any attention at all, she would have gotten an A on the exam.

(16) If Sophie gave a damn about baseball, she would be watching the World Series.

Strict conditional theorists can easily explain this observation. According to strict condi-

tional theorists, the antecedent of a counterfactual restricts a universal quantifier—namely,

a quantifier over accessible worlds—and so we should expect (14) and (15) to sound fine

for the same reason that (11) and (12) sound fine. In particular, since strict conditional

theorists maintain that Antecedent Strengthening is valid, they accept that counterfactual

antecedents are downward entailing. As a result, they correctly predict that negative po-

larity items are licensed in (14) and (15). By contrast, variably strict conditional theorists

deny that counterfactual antecedents are downward entailing, which makes it difficult for

them to explain why (14) and (15) sound fine. This argument concerning negative polar-

ity items is one of several arguments that have been used to motivate a strict conditional

semantics for counterfactuals.10

In this section and the next, I will focus on evaluating the particular strict conditional

view defended by von Fintel 2001.11 According to von Fintel, counterfactuals share a

general feature of many natural language quantifiers—namely, they carry an existence

presupposition with respect to their restricted domain. For instance, (3-a) carries the

presupposition that there are some accessible worlds in which Sophie goes to the parade

and gets stuck behind a tall person:

(3) a. If Sophie went to the parade and got stuck behind a tall person, she wouldn’t

see Pedro.

b. #But of course, if she went to the parade, she would see Pedro.

This presupposition is not yet satisfied when a speaker utters (1-a)—the first sentence of

our initial Sobel sequence—which is why this sentence can be truly uttered before (1-b).

But when a speaker utters (3-a), context is adjusted to accommodate its presupposition,

and the domain of accessible worlds expands to include some worlds where Sophie is

stuck behind a tall person. (3-b) is false as uttered in this later context, which explains

why it sounds bad.

We can elucidate von Fintel’s account of (1) and (3) by comparing these sequences with

10. Additional arguments are developed in chapter 10 of Williamson 2020. For instance, Williamson argues
that our judgments about bare ‘would’ sentences support a strict conditional semantics for counterfactuals.

11. I begin with von Fintel for ease of exposition. As I explain in §3, my arguments challenge several accounts
of counterfactuals, including the strict conditional view defended in Gillies 2007.
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analogous sequences containing universal quantifiers.12 Consider the following example:

Pet Store: Pets-R-Us is a small pet store that sells only cats, dogs, and hamsters. Unfor-
tunately, the store is located near a stagnant pond, so there are many mosquitoes flying
around the neighborhood, including inside the store.

A customer walking into Pets-R-Us could say the following:

(17) a. Every animal in this store is expensive.

b. But of course, every mosquito in this store is free.

By contrast, it sounds bad to say:

(18) a. Every mosquito in this store is free.

b. #But of course, every animal in this store is expensive.

These judgments are easy to explain. Before anyone mentions mosquitoes, ‘every animal

in this store’ is naturally interpreted as ranging over the animals that are for sale. But after

a speaker utters (18-a), our interpretation of this quantifier phrase expands to include the

mosquitoes in the store. (18-b) is false as uttered in this later context, which is why it

sounds bad. According to von Fintel, (3-b) sounds bad for a similar reason.

The main rival of the strict conditional view is the variably strict conditional view

defended by Stalnaker 1968 and Lewis 1973. Stalnaker and Lewis famously disagree

about the details, but very roughly, the variably strict semantics says that (4) is true just

in case the closest world(s) in which Sophie goes to the parade are worlds where she sees

Pedro. Variably strict theorists do not say that context shifts as speakers utter Sobel or

Heim sequences. On their view, (1) sounds fine because both sentences in this sequence

can be true as uttered at the same context. On behalf of variably strict theorists, Moss

2012 defends a pragmatic account of why (3-b) sounds bad. According to Moss, (3-b) is

infelicitous not because it must be false after (3-a), but merely because the speaker is not

in a good enough epistemic position to assert it.13

Which account should we prefer? Moss 2012 presents two worries for von Fintel’s

strict conditional account of (3). The first worry is that some Heim sequences are felicitous.

Here is one example:

Proposal: John and Mary are our mutual friends. John was going to ask Mary to marry
him, but chickened out at the last minute. I know Mary much better than you do, and

12. A number of strict conditional theorists compare the evolution of the counterfactual domain with quantifier
domain expansion. For instance, Ichikawa 2011 explains his account of Sobel sequences by noting that
‘no one is in the library’ may be true even though “an utterance of ‘there is a librarian in the library’
would, annoyingly, expand the domain to include him” (306). For similar remarks, see Heller 1995, p. 100;
Williamson 2020, p. 225; Sandgren & Steele 2021, p. 6; and Greenberg 2021, p. 21.

13. For further sympathetic discussion of this pragmatic account of Heim sequences, see Nichols 2017, §5.
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you ask me whether Mary might have said yes if John had proposed. I tell you that
I swore to Mary that I would never actually tell anyone that information, which means
that strictly speaking, I cannot answer your question. But I say that I will go so far as
to tell you two facts. (574)

With this setup, it sounds fine to say:

(19) a. If John had proposed to Mary and she had said yes, he would have been

really happy.

b. But if John had proposed, he would have been really unhappy.

Hence von Fintel’s diagnosis of (3-b) seems too strong. According to von Fintel, (3-b)

sounds bad because the first sentence contains a presupposition trigger that expands the

domain of accessible worlds. However, (19-a) contains the same sort of presupposition

trigger, and (19-b) sounds fine.

The second worry for von Fintel is that there are close cousins of Heim sequences in

which the second sentence of the sequence sounds bad, but the first sentence does not

contain any presupposition trigger that prompts the counterfactual domain to expand.

For example, consider the following sequence:

(20) a. Sometimes when people go to parades, they end up getting stuck behind a

tall person and missing the main attraction.

b. #But if Sophie had gone to the parade, she would have seen Pedro.

The infelicity of (20-b) suggests that von Fintel’s diagnosis of (3-b) is not only too strong,

but also too weak. It seems reasonable to pursue a unified account of why (3-b) and

(20-b) sound bad. But unlike (3-a), (20-a) does not presuppose that there is an accessible

world in which Sophie goes to the parade and gets stuck behind a tall person. To sum up,

the presence of a presupposition trigger is neither necessary nor sufficient for a sentence

like (3-b) to sound bad. According to Moss, von Fintel’s account overgenerates to predict

that all Heim sequences are infelicitous, and his account isn’t general enough to capture

all instances of the relevant phenomenon. These worries have motivated a number of

theorists to pursue alternative accounts of (3) and other Heim sequences.14

2 A limited defense of von Fintel’s account

Ultimately, we should reject von Fintel’s account of Heim sequences. But we should reject

this account for the right reasons. In this section, I argue that Moss 2012 does not provide

us with these reasons. To be precise, (19) and (20) don’t give us any reason to abandon the

14. For instance, see de Jager 2009, p. 91ff.; Nichols 2017; Lewis 2018; and Loewenstein 2021.
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central idea of von Fintel’s account—namely, that (3-b) sounds bad because (3-a) carries

a presupposition that prompts the counterfactual domain to expand, causing (3-b) to be

false in the resulting context.

Let’s examine (20) first. If ‘would’ behaves like a universal quantifier, as von Fintel

suggests, then one can expect its domain to be sensitive to the same sorts of contextual

features as other universal quantifier domains, which can expand for a variety of reasons,

even in the absence of any presupposition trigger. For example, consider the following

discourse as uttered in the context of Pet Store:

(21) a. Mosquitoes are free.

b. #But of course, every animal in this store is expensive.

(21-a) does not presuppose that there are mosquitoes in the store. Nevertheless, mention-

ing mosquitoes in (21-a) ensures that our interpretation of ‘every animal’ in (21-b) includes

the mosquitoes in the store. With this example in mind, von Fintel could say that (20-b)

sounds bad for a similar reason. Even though (20-a) does not presuppose that there are

accessible worlds in which Sophie goes to the parade and gets stuck behind a tall person,

it can still prompt the counterfactual domain to expand to include such worlds, thereby

creating a context in which (20-b) is plainly false. There is nothing about von Fintel’s se-

mantics that forces him to say that “[t]he only sentences that effect any context change are

counterfactuals.”15 In fact, von Fintel’s own account should lead him to deny this claim,

since it would be like claiming that the domain of ‘every animal’ only ever expands when

someone utters a universal quantifier, which is obviously false. Given von Fintel’s guiding

analogy between counterfactuals and natural language quantifiers, we should expect to

find infelicitous sequences like (20).

How should von Fintel explain our judgment that (19) sounds fine? Here again, we

can invoke the same general strategy that we used with (20)—namely, comparing this

sequence of counterfactuals with analogous sequences containing universal quantifiers.

As mentioned above, von Fintel adopts the assumption—originally due to Strawson

1952—that a universal quantifier triggers the presupposition that its restricted domain is

non-empty.16 For example, (22) presupposes that some student came to office hours:

(22) Every student who came to office hours passed the exam.

Accordingly, uttering (22) usually makes it common ground that some student came to

office hours. However, as Geurts 2007 discusses at length, there are unusual contexts in

15. As a matter of fact, von Fintel does say this—it’s a direct quote from von Fintel 2001, p. 138—but the
comment should be dismissed as an unforced error, as it’s in tension with his own account.

16. Diesing 1992 defends this assumption as a general claim about all quantifying determiner phrases. For
critical discussion and a detailed overview of relevant literature, see Heim & Kratzer 1998, p. 162–77.
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which uttering (22) does not have this effect on the common ground. We often presup-

pose that the domain of a universal quantifier is non-empty, given our “strong default

presumption that the empty set is an uninteresting, and therefore less likely, topic of

conversation” (270). But in some contexts, this default presumption is overruled, and

universally quantified sentences are vacuously true. Here is one example:

Party: Archie has always had trouble making friends. This year, he moved to a new
school, and you ask me whether he had made friends with any of the students there.
I tell you that I swore to Archie that I wouldn’t directly answer that question, but I say
that I will go so far as to tell you two facts:

(23) a. Every student who likes Archie is coming to his birthday party.
b. No student is coming to his birthday party.

The point of (23) is clear. I want to convey that no student likes Archie. But rather

than asserting this proposition directly, I assert two propositions that entail it. In this

context, I use (23) to convey that the existence presupposition of (23-a) is false. We can

construct a similar sequence of universally quantified sentences in the context of the pet

store example:

Pet Store, Cont’d: As it happens, I am a manager at a local pest control company, and
Pets-R-Us has just hired our company to get rid of all the mosquitoes in their store.
After the pest exterminators finish, you ask me whether they really managed to get
rid of every single mosquito, or whether there are still a few mosquitoes left. I explain
that our company has a client confidentiality agreement that forbids me from directly
answering your question, but I say that I can tell you two facts:

(24) a. Every mosquito currently in the store is free.
b. Every animal currently in the store is expensive.

In this context, I want to convey that there are no mosquitoes in the store. Again, rather

than asserting this proposition directly, I assert two propositions that entail it. Both sen-

tences of (24) are true, and together they convey that the existence presupposition of (24-a)

is false.

Returning to our discussion of counterfactuals, we can see that von Fintel could say

that (19) works in just the same way:

(19) a. If John had proposed to Mary and she had said yes, he would have been

really happy.

b. But if John had proposed, he would have been really unhappy.

The speaker of (19) indirectly conveys that the existence presupposition of (19-a) is false.

That is, she conveys that there are no accessible worlds where John successfully proposes

to Mary—or in other words, that John would never have successfully proposed. As von

Fintel 2001 points out, Heim sequences often sound fine if the speaker interjects after
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the first sentence, “But of course, that would never happen” (140). This content is exactly

what is conveyed by a felicitous Heim sequence—namely, that there are no accessible

worlds in which the antecedent of the first sentence is true.

There are some striking similarities between the contexts of (19) and (24). When the

speaker utters (24), it’s assumed that the speaker knows whether there are mosquitoes

in the store, and it’s common ground that the speaker must convey this information

indirectly. This helps defeat the default presumption that the existence presupposition of

the first sentence is satisfied. In the context of (19), it’s assumed that the speaker knows

whether Mary would have said yes to John, and it’s common ground that the speaker

must convey this information indirectly. In short, (24) appears to be a promising model

for a strict conditional account of felicitous Heim sequences. By drawing an analogy

between (19) and (24), von Fintel can answer the objection that his account fails to make

sense of our judgments about the former.

The account just described is not the account of felicitous Heim sequences that most

theorists expect von Fintel to give. It is commonly assumed that strict conditional theorists

will account for these sequences by saying that the domain of accessible worlds somehow

contracts when the second sentence is uttered.17 Greenberg 2021 develops this idea in de-

tail, arguing that “both expansions and contractions of the modal domain occur smoothly

in normal conversation as a result of accommodation, albeit only when accompanied by

the appropriate linguistic signals” (21). Greenberg argues that we should compare (19)

with the following:

(25) a. There is only a ketchup bottle and a can of beer in the fridge.

b. But really, there is nothing in the fridge.

According to Greenberg, the domain of ‘nothing’ contracts smoothly in (25-b), and the

counterfactual domain can contract smoothly for just the same reason. Unfortunately,

many ordinary speakers report that (25-b) sounds bad. This puts some pressure on the

idea that (25-b) provides a good model for an account of why (19-b) sounds fine. For-

tunately, I have argued that von Fintel can account for our judgment about (19) without

appealing to controversial judgments about contracting quantifier domains.18

To sum up, we have not yet encountered any insurmountable challenges for von

Fintel’s account of Heim sequences. According to this account, we should expect ‘would’

17. As Gillies 2017 says in response to Moss 2012, “the sort of thing that needs saying is clear: resetting happens,
but it is not as smooth as expanding the counterfactual domain” (416). For similar comments, see Lewis 2018,
p. 487; Moss 2012, p. 21; and Nichols 2017, p. 638.

18. According to the strict conditional account that I defend in §§5–6, the domain of a counterfactual does con-
tract when the second sentence of a felicitous Heim sequence is uttered. However, I argue—pace Greenberg—
that strict conditional theorists should not understand this shifting by analogy with the contraction of do-
mains of nominal quantifiers.
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to behave like natural language universal quantifiers. So far, this is indeed what we find.

The domain of a universal quantifier may expand for a variety of reasons, which explains

why we find infelicitous sequences like (20). Sometimes the existence presuppositions

of universal quantifiers are not accommodated, which explains why we find felicitous

Heim sequences like (19). The strict conditional account defended by von Fintel has more

resources at its disposal than its opponents—and even its fans—have recognized.

3 The real problem for extant strict conditional accounts

Unfortunately for von Fintel and other strict conditional theorists, a more difficult problem

remains. Recall that according to von Fintel, (3-b) sounds bad because it’s false:

(3) a. If Sophie went to the parade and got stuck behind a tall person, she wouldn’t

see Pedro.

b. #But of course, if she went, she would see Pedro.

Again, the idea is that the domain of accessible worlds expands when (3-a) is uttered, and

(3-b) is plainly false in the resulting context. This semantic diagnosis of (3-b) is central to

von Fintel’s account, and it is widely endorsed by strict conditional theorists. Here are

some representative discussions:

[A]n expansion of the set of relevant worlds. . . can be described by saying that the con-
versational score changes. Given the change in score, [‘If I were invited to the party, I
would go’] is now false.19

So there is just no way for [(3-b)] to be true here, given the score as it stands after in-
terpreting [(3-a)]. . . Successful interpretation of the first conjunct creates a context in
which interpreting the second is doomed to failure.20

Once the possibility that the Count finds a man and is shot dead is put on the table, [‘If
the Count had found a man, he would have become violent’ is] false.21

One response is to side-line these puzzles to the domain of conversational pragmatics:
what does and does not sound right in these contexts need not track the truth or falsity
of the propositions expressed. Others, us included, seek a semantic treatment of these
puzzles.22

Unfortunately for these accounts, there is a problem with saying that (3-b) is plainly false.

This diagnosis of (3-b) is at odds with our probabilistic counterfactual judgments. For

19. Heller 1995, p. 100; my emphasis.
20. Gillies 2007, p. 339; my emphasis.
21. Ichikawa 2011, p. 299; my emphasis.
22. Sandgren & Steele 2021, p. 17–18.
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example, consider the following variant of (3):

(26) a. If Sophie went to the parade and got stuck behind a tall person, she

wouldn’t see Pedro.

b. But more likely than not, if she went to the parade, she’d see him.

Although (3-b) sounds bad, (26-b) sounds fine. This fact presents a problem for the strict

conditional accounts quoted above. According to these accounts, (3-b) is plainly false after

(3-a). But in that same context, we’re happy to say that the content of (3-b) is likely, and we

don’t normally go around saying that plainly false contents are likely. Similarly, consider

the following sentences:

(27) But I’d be willing to bet that if she went to the parade, she’d see him.

(28) But we can be pretty confident that if she went to the parade, she’d see him.

(29) But it’s at least .9 likely that if she went to the parade, she’d see him.

All of these sentences sound fine after (3-a). But it’s hard to explain why they sound fine

if the embedded counterfactual is plainly false as uttered in this context.

To sharpen the point, consider a discourse that is analogous to (26) but with quantified

sentences in place of counterfactuals. Suppose that someone walks into Pets-R-Us and

says:

(30) a. Every mosquito in this store is free.

b. #But more likely than not, every animal in this store is expensive.

The sentence (30-b) sounds bad, and it’s not hard to see why. After a speaker utters

(30-a), ‘every animal in this store’ is interpreted as ranging over the mosquitoes in the

store. It’s plainly false that every animal in this domain is expensive, so it sounds bad

to express confidence in this claim. The sharp contrast in our judgments about (26-b)

and (30-b) is a genuine problem for von Fintel and other strict conditional theorists. The

sentence (30-b) sounds bad because after the relevant domain expands, the sentence under

the probability operator is plainly false. According to von Fintel, (26-a) expands the

counterfactual domain in just the same way, which suggests that (26-b) should sound bad

for just the same reason. But in fact, (26-b) sounds fine.

At this point, von Fintel could insist that the counterfactual domain somehow con-

tracts in the probabilistic Heim sequence (26), even though it does not contract in our

original Heim sequence (3). But this move would be ad hoc. In §2, when we explained

our judgments by assuming that the counterfactual domain evolved in a certain way, we

were able to find the domains of nominal quantifiers evolving in just the same way—
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for instance, expanding without the presence of any presupposition trigger. By contrast,

when it comes to probabilistic judgments, counterfactuals do not behave like nominal

quantifiers. After the counterfactual domain expands in (26-a), speakers are still willing

to assert a hedged version of what they said before. After the domain of the nominal

quantifier expands in (30-a), speakers are unwilling to assert a hedged version of what

they said before. There is indeed a significant disanalogy between the pragmatics of

counterfactuals and universal quantifiers.

Let’s broaden our critical discussion and consider a second account of Heim se-

quences, an alternative to the account defended by von Fintel and the strict conditional

theorists quoted above. Every account of Heim sequences is trying to explain why it’s rel-

atively easy for a sentence like ‘If Sophie went to the parade, she would see Pedro’ to start

sounding bad, and harder for it to start sounding good again. So far, we have discussed

strict conditional theorists who want to explain this asymmetry by appealing to a familiar

fact about how quantifier domains evolve—namely, that it’s easier to expand domains

than to contract them. Another group of theorists want to explain the same asymme-

try by appealing instead to a fact about standards of precision—namely, that it’s easy to

raise contextually determined standards of precision for interpreting loose speech, and

comparatively difficult to lower them.23 For example, it’s easy to raise our standards for

interpreting loose speech about the time, as in the following discourse:

(31) a. The concert started at 8:00.

b. But of course, it didn’t start at exactly 8:00 on the dot.

By contrast, the following sequence sounds significantly worse:

(32) a. The concert didn’t start at exactly 8:00 on the dot.

b. #But of course, it started at 8:00.

The contrast between (31-a) and (32-b) is easy to understand. Before anyone starts talking

about precise times, ‘8:00’ can be used for roughly any time around 8:00. That’s why (31-a)

is true when it’s uttered. But uttering (32-a) raises the contextually determined standard

of precision for interpreting this sentence. Hence (32-b) conveys that the concert started

at exactly 8:00, which is false, and that’s why (32-b) sounds bad.24

According to some theorists, (3-b) sounds bad for just the same reason. Before anyone

starts talking about Sophie getting stuck behind a tall person, this sentence can be true.

But uttering (3-a) raises the contextually determined standard of precision for interpreting

23. For example, see Hájek 2014, Klecha 2015, and Lewis 2016. Although it does not matter for our purposes,
it should be noted that Klecha distinguishes sequences like (3) from “reverse true Sobel sequences,” which
are not covered by his loose speech account.

24. For a more detailed theoretical account of the contrast between (31) and (32), see Carter 2021.
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this sentence, so that (3-b) comes out false:

(3) a. If Sophie went to the parade and got stuck behind a tall person, she wouldn’t

see Pedro.

b. #But of course, if she went to the parade, she would see Pedro.

As Lewis 2016 puts it, “the semantic content of a counterfactual is sensitive to the stan-

dards of precision in the conversation. A useful comparison here is the case of absolute

gradable adjectives like flat” (291–2). Klecha 2015 explains that Heim sequences like (3)

sound bad because “whoever takes the side of the higher standard of precision tends to

‘win’. This is not to say that the going in the other direction is impossible; it’s just much

more difficult” (139). Just as (32-b) is false in the high-standards context in which it’s

uttered, the same goes for (3-b).

Unfortunately, this account of (3) suffers from the same problem as von Fintel’s—

namely, it fails to make sense of our probabilistic counterfactual judgments. When speak-

ers use loose speech to make false claims in high-standards contexts, they are not inclined

to say that these false claims are likely. For example, (33-b) sounds bad:

(33) a. The concert didn’t start at exactly 8:00 on the dot.

b. #But more likely than not, it started at 8:00.

By contrast, recall that (26-b) sounds fine:

(26) a. If Sophie went to the parade and got stuck behind a tall person, she

wouldn’t see Pedro.

b. But more likely than not, if she went to the parade, she’d see him.

This contrast spells trouble for the loose speech account of (26). (33-b) sounds bad because

the sentence under the probability operator is plainly false after (33-a) raises our standard

for interpreting it. According to the loose speech account, (26-a) raises our standard for

interpreting counterfactuals, which suggests that (26-b) should sound bad for just the

same reason. But (26-b) sounds fine.

Let’s consider one more account of Heim sequences. In addition to the strict con-

ditional semantics that we have discussed so far, there is an alternative semantic theory

that validates Antecedent Strengthening. According to this theory, counterfactuals make

claims about pluralities of possible worlds.25 For instance, ‘If Sophie went to the parade,

she would see Pedro’ does not say that Sophie sees Pedro in every accessible world where

she goes to the parade, but rather that Sophie sees Pedro in the accessible worlds where

she goes to the parade. Križ 2015 endorses this semantics, and he aims to explain the

25. For a defense of the view that if -clauses are plural definite descriptions, see Schein 2001, p. 337ff.
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behavior of Sobel and Heim sequences by analogy with similar sequences of sentences

containing plural predication. For Križ, one important fact is that plural predication can

tolerate exceptions.26 For instance, note that the following sequence sounds consistent:

(34) a. The professors are smiling.

b. But of course, Professor Smith isn’t smiling; he always has a dour expression.

At the same time, plural predicates generally do not tolerate exceptions that have been

explicitly mentioned. For example, the following sequence sounds bad:

(35) a. Professor Smith isn’t smiling; he always has a dour expression.

b. #But of course, the professors are smiling.

Before anyone mentions Professor Smith, ‘the professors are smiling’ can be used to con-

vey a true claim—roughly, that pretty much all of the professors are smiling. But after

(35-a) is uttered, we interpret (35-b) as having a stronger content, so this sentence is no

longer true.27

Križ argues that these facts about plural predication can help us make sense of the

contrast between Sobel and Heim sequences. According to Križ, the Sobel sequence (1) is

paraphrased by the following sequence:

(36) a. In the worlds where Sophie goes to the parade, she sees Pedro.

b. But of course, in the worlds where she goes and gets stuck behind a tall

person, she doesn’t see Pedro.

By contrast, the Heim sequence (3) is paraphrased by the following sequence:

(37) a. In the worlds where Sophie goes to the parade and gets stuck behind a tall

person, she doesn’t see Pedro.

b. #But of course, in the worlds where she goes to the parade, she sees Pedro.

When a speaker utters (37-a), they mention an exception to the claim that Sophie sees

Pedro in the accessible worlds where she goes to the parade. In the resulting context,

(37-b) is false, and that’s why it sounds bad. According to Križ, the second sentence of

the Heim sequence (3) sounds bad for just the same reason.

Unfortunately, this account of Heim sequences suffers from the same problem as the

other accounts we have considered in this section. After an exception to plural predication

is mentioned, speakers are not only reluctant to utter the same plural sentences as before,

26. For details, see Križ 2015, §7.1.5.
27. Križ 2015 suggests that (35-b) lacks a truth value, whereas Križ & Spector 2021 defend a more sophisticated

view on which (35-b) could be false. The difference between these hypotheses does not matter for our
purposes; for simplicity, I assume that (35-b) is false once relevant exceptions are made salient.
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but also reluctant to utter hedged variants of these sentences. For example, it sounds bad

to say:

(38) a. Professor Smith isn’t smiling; he always has a dour expression.

b. #But more likely than not, the professors are smiling.

Here again, we have a significant disanalogy with (26), our probabilistic Heim sequence.

The hedged sentence (38-b) sounds bad because after an exception is explicitly mentioned,

the sentence under the probability operator sounds false. On Križ’s account, (26-b) should

sound bad for the same reason—but again, (26-b) sounds fine.

All of the accounts considered in this section suffer from the same fundamental flaw.

These accounts agree that the first sentence of an infelicitous Heim sequence changes the

context in some way—whether it’s by expanding the counterfactual domain, raising the

relevant standard of precision, or mentioning an exception to plural predication—and

they agree that in the resulting context, the second sentence of the Heim sequence sounds

bad because it is plainly false. But if (3-b) is plainly false, it is a mystery why ordinary

speakers are happy to say that its content is likely. By contrast, the pragmatic account

of Heim sequences defended in Moss 2012 can easily make sense of this probabilistic

counterfactual judgment. According to Moss, (3-b) sounds bad because the speaker isn’t

in a good enough epistemic position to assert its content. This diagnosis of (3-b) leaves

open the possibility that the speaker is in a good enough position to say that its content

is likely. To sum up, probabilistic variants of Heim sequences help us pull apart semantic

and pragmatic hypotheses. These judgments succeed in challenging strict conditional

accounts, where the judgments discussed in §2 did not.

Probabilistic variants of Heim sequences are an instance of a more general challenge.

Strict conditional theorists have trouble making sense of other intuitive probabilistic judg-

ments, too. For example, consider the following question:

(39) Which is more likely—that this match would light on fire if you were to strike it

after soaking it in water, or that it would light on fire if you were to strike it?

The intuitive answer to this question is that (40) is significantly less likely than (41):

(40) If you had soaked the match and struck it, it would have lit.

(41) If you had struck the match, it would have lit.

According to von Fintel, merely asking (39) affects the context, so that the domain of

accessible worlds expands to include worlds where you soak the match before striking

it. As uttered in this context, (41) entails (40), which is inconsistent with our intuitive
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judgment that the former is more likely than the latter.

Again, von Fintel might insist that the counterfactual domain contracts at just the

right moment, excluding worlds where you soak the match from the domain of the second

counterfactual in (39), so that our intuitive judgments are vindicated. But this move is ad

hoc when offered in the context of von Fintel’s account, precisely because the domains of

natural language quantifiers do not contract in this way. To see this, consider the following

question as uttered in the context of our Pet Store example:

(42) Which is more likely—that every mosquito in this store is asleep, or that every

animal in this store is asleep?

After someone asks this question, (43) entails (44):

(43) Every animal in this store is asleep.

(44) Every mosquito in this store is asleep.

This result is perfectly consistent with our intuitive probabilistic judgments. Intuitively,

(44) is indeed more likely than (43). The natural interpretation of ‘every animal’ remains

broad in (42), which makes it hard for von Fintel to insist that the counterfactual domain

contracts over the course of the allegedly parallel sequence (39). Again, we have seen that

when it comes to our likelihood judgments, counterfactuals do not behave like universal

quantifiers. Strict conditional theorists need a better model for the way in which the truth

conditions of counterfactuals depend on context.

4 An alternative explanation of probabilistic counterfactual talk?

So far in this paper, I have been assuming that when a rational speaker utters (45),

(45) It’s more likely than not that if Sophie went to the parade, she’d see Pedro.

she has high credence in the content of (46):

(46) If Sophie went to the parade, she’d see Pedro.

Given this assumption, we have a compelling argument against accounts on which (46) is

plainly false in some contexts where (45) sounds fine, since it isn’t rational for speakers to

have high credence in plainly false claims.

Faced with this argument, one might be tempted to reject the assumed connection

between asserting (45) and having high credence in the content of (46). In this spirit,

Jonathan Bennett and Alan Hájek argue that (46) is false, but that sentences like (45) are

nevertheless assertable, because speakers do not interpret these sentences as saying that
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a false counterfactual claim is likely. Rather, ordinary speakers interpret (45) as if the

probability operator were embedded in the consequent of the conditional. According to

Bennett and Hájek, when speakers appear to be making probabilistic judgments about

counterfactuals, they are actually making judgments about counterfactual probabilities.28

Hájek 2021 explains:

I can also explain away the view from the other side, which attributes probability 1/2 to
‘if I were to toss the fair coin, it would land heads’ and to ‘if I were to toss the fair coin,
it would land tails’. Here’s what’s true: if I were to toss the fair coin, the probability
of it landing heads would be 1/2. . . The probabilities that are 1/2 take narrow scope.
(195)

Hence Bennett and Hájek claim that (47) does not express a probabilistic judgment:

(47) It is .5 likely that if I were to flip this coin, it would land heads.

Rather, (47) states a fact about counterfactual chances—namely, the fact stated in (48):

(48) If I were to flip this coin, it would have .5 objective chance of landing heads.

According to Bennett and Hájek, the fact that we believe the content of (48) explains why

we are willing to assert (47).

Unfortunately, there are several problems for Bennett and Hájek’s strategy for ex-

plaining away our probabilistic judgments about counterfactuals. For instance, consider

the following example:

Mixed Urn: There is an urn containing 100 coins. Half of the coins are double-headed,
and half are fair. A coin is selected at random from the urn and kept hidden from view.

We have .5 credence that the randomly selected coin would almost certainly land heads if

flipped, and we have .5 credence that the coin would be .5 likely to land heads if flipped.

As a result, we could gesture at the coin and assert the following:

(49) It’s .75 likely that that coin would land heads if we flipped it.

(50) It’s more likely than not that that coin would land heads if we flipped it.

Just like other sentences in which counterfactuals are embedded under probability oper-

ators, (49) and (50) present a prima facie problem for Bennett and Hájek. Taken at face

value, these sentences seem to express some confidence in the following claim:

(51) That coin would land heads if we flipped it.

28. See Bennett 2003, p. 251 and Hájek 2021, p. 195.
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But according to Bennett and Hájek, (51) is plainly false, and so it’s hard to see why we

would use (49) and (50) to express confidence in its content.

Can Bennett and Hájek explain away the assertability of (49) and (50)? Adopting the

paraphrase strategy described above, one might attempt to reinterpret these sentences as

stating the following facts about counterfactual objective chances:

(52) If you were to flip that coin, it would have .75 objective chance of landing heads.

(53) If you were to flip that coin, the objective chance of it landing heads would be

greater than the objective chance of it not landing heads.

But unfortunately for Bennett and Hájek, their reinterpretation strategy fails here. The

sentence (52) is unassertable: since we know that the selected coin is either fair or double-

headed, we know that (52) is false. The sentence (53) is also unassertable, since we merely

have .5 credence that it is true. Hence Bennett and Hájek can’t explain away the assertabil-

ity of (49) and (50) by appealing to the assertability of (52) or (53). This example illustrates

a general problem for Bennett and Hájek’s reinterpretation strategy. When your credence

in a counterfactual is an expectation informed by multiple hypotheses about the counter-

factual objective chance of the consequent, you may not have any full belief about what

the objective chance of the consequent would be if the antecedent of the conditional were

true. Hence we cannot explain away the former sort of judgment by appealing to full

beliefs about counterfactual objective chances.

At this point, Bennett and Hájek might step back and object, “Perhaps your example

shows that probability operators that have surface scope over counterfactual conditionals

cannot always be interpreted as narrow-scope objective chance operators. But for the

purposes of your argument, you need to demonstrate that the probability operator in (45)

can’t be interpreted as a narrow-scope objective chance operator:

(45) It’s more likely than not that if Sophie went to the parade, she’d see Pedro.

Simply pointing out a flaw in our general paraphrase strategy doesn’t establish that we

can’t successfully explain away the assertability of (45) by saying that this sentence states

a fact about the counterfactual objective chance that Sophie would see Pedro if she went

to the parade.” In response to this objection, I suggest that we fill in the details of our

parade example as follows:

Red Sox Parade: Sophie is indecisive when it comes to deciding how to get around
Boston. She fills an urn with 100 pieces of paper, half of which say ‘car’ and half of
which say ‘subway’. Then she randomly selects a piece of paper from the urn, without
looking at it. Sophie still hasn’t decided whether she’ll go to the Red Sox parade, but
she resolves that if she goes, she will take whatever mode of transportation is named
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on the paper that she picked.

As it happens, the objective chance that Sophie would see Pedro at the parade depends
on whether she would get to the parade by car or by subway. If she drove her car to the
parade, she would only have .5 chance of making it to the parade in time to see Pedro.
But if she took the subway, she would be almost certain to see Pedro if she went.

With these additional details, our parade example has just the same structure as Mixed

Urn. Accordingly, if we know these details, we can assert (45):

(45) It’s more likely than not that if Sophie went to the parade, she’d see Pedro.

But in this same context, we cannot assert:

(54) If Sophie went to the parade, the objective chance of her seeing Pedro would be

greater than the objective chance of her not seeing Pedro.

Just like (53) in our Mixed Urn example, the sentence (54) is unassertable because we

merely have .5 credence that it is true. Hence Bennett and Hájek can’t explain away the

assertability of (45) by appealing to the assertability of (54).

A second problem for Bennett and Hájek is illustrated by the following example:

Coin Flips: There are 100 fair coins in front of us. You decide to flip the coins one by
one until some coin lands tails, at which point you will stop flipping the coins.

In the context of this example, we could gesture at one of the coins and assert:

(55) It’s .5 likely that if you were to flip that coin first, it would land heads.

We could say just the same thing about the next coin, and the next, and so on for each of

the coins. A bit of elementary statistics will lead us to conclude:

(56) About half of the coins are such that if you were to flip them first, they would

land heads.

The assertability of (56) is a prima facie problem for Bennett and Hájek. According to

Bennett and Hájek, whatever coin we are talking about, (57) will be plainly false:

(57) If you were to flip this coin first, it would land heads.

Hence it would seem that we should conclude:

(58) No coin is such that if you were to flip it first, it would land heads.

Can Bennett and Hájek explain away the assertability of (56)? There aren’t any probability

operators in (56), so we can’t easily reinterpret (56) as stating some fact about counter-
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factual objective chances. On behalf of Bennett and Hájek, we could try to brainstorm

alternative paraphrases of (56). Here are two natural candidates:

(59) If you had flipped every coin first, about half of them would have landed heads.

(60) If you had flipped every coin, about half of them would have landed heads.

Unfortunately for Bennett and Hájek, these paraphrases are inadequate. The sentence (59)

is infelicitous, because it doesn’t make sense to suppose that you flip every coin first—i.e.,

before every other coin. The sentence (60) is false. The only worlds in which you end up

flipping all of the coins are worlds in which the first 99 coin flips come up heads.29 By

saying that ordinary counterfactuals such as (57) are false, Bennett and Hájek fail to cap-

ture how we use these ordinary counterfactuals in reasoning. Their paraphrase strategy

does not reliably extend to sentences like (56), in which counterfactuals are embedded

under quantifiers.

A third problem for Bennett and Hájek is brought out by the following example:

Two Urns: There are two urns in front of us, one labeled ‘Fair Coins’ and one labeled
‘Double-Headed Coins’. We believe that the urns are accurately labeled. Coin A and
Coin B are both drawn from the urn labeled ‘Fair Coins’ and then hidden from view.

Since you believe that Coin A came from the urn containing fair coins, you can assert:

(61) It is .5 likely that if Coin A were flipped, it would land heads.

In addition, we can easily fill in the details of the example so that you can assert:

(62) Whether Coin A would land heads if it were flipped is independent of whether

Coin B would land heads if it were flipped.

(63) Supposing that Coin B would land heads if it were flipped, it’s still .5 likely that

Coin A would land heads if it were flipped.

Taken at face value, (62) and (63) concern the relationship between the following claims:

(64) If Coin A were flipped, it would land heads.

(65) If Coin B were flipped, it would land heads.

For instance, (62) expresses that (64) and (65) are probabilistically independent. Formally

speaking, propositions P and Q are independent relative to a probability function f just in

case f (P) = f (P|Q). The propositions expressed by (64) and (65) are independent relative

29. If the reader finds this claim objectionable, they can add relevant details to the example—for instance, that
something makes it impossible to flip subsequent coins unless all previous coins have landed heads.
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to your credences. Supposing that Coin B would land heads if flipped, your credence

that Coin A would land heads if flipped will remain unchanged—that is, you have .5

conditional credence that Coin A would land heads if flipped, given that Coin B would

land heads if flipped. A natural proposal is that (63) expresses this probabilistic belief.

Of course, Bennett and Hájek must reject this proposal about (63). According to

Bennett and Hájek, (64) is plainly false, and so you shouldn’t have .5 credence in its

content, nor should you have .5 conditional credence in its content, conditional on the

proposition expressed by (65). Can Bennett and Hájek give an alternate explanation for

the assertability of (63)? Following their reinterpretation strategy, we could try saying that

(63) does not express a conditional probabilistic belief, but rather the following conditional

belief about objective chance facts:

(66) Supposing that Coin B would land heads if it were flipped, it’s still the case that

if Coin A were flipped, the objective chance of it landing heads would be .5.

However, this paraphrase is inadequate. According to Bennett and Hájek, we shouldn’t

be willing to assert the content of (66) in the context of the example described above. Both

Bennett and Hájek are clear about what it takes for a coin to be such that it would land

heads if flipped—namely, such a coin must be double-headed, not fair.30 But supposing

that Coin B is double-headed, the most likely hypothesis is that the urns are mislabeled,

and that Coin A and Coin B both came from the urn containing double-headed coins.

Hence on the supposition that Coin B would land heads if it were flipped, you do not be-

lieve that Coin A is fair. Since (66) is unassertable, we can’t explain away the assertability

of (63) by saying that it expresses the same content as (66).

Let me clarify the aim of the arguments I have presented so far in this section. Ben-

nett and Hájek propose to explain away our probabilistic judgments about counterfactual

claims, reinterpreting sentences such as (47) as stating facts about counterfactual objective

chances:

(47) It is .5 likely that if I were to flip this coin, it would land heads.

However, as we have seen, our probabilistic judgments about counterfactual claims in-

clude several judgments that can’t be easily explained away, including judgments that

are informed by our credences in multiple chance hypotheses, quantified probabilistic

judgments, and judgments about the probabilistic independence of counterfactual claims.

These data do not prove that Bennett and Hájek’s proposal is false. But they do present

significant challenges for Bennett and Hájek’s reinterpretation strategy, as it’s unclear how

30. Hájek 2021 writes, “What is the probability that if I were to toss the randomly chosen coin, it would land
heads? I say that that’s the probability of picking the two-headed coin” (195). See also Bennett 2003, p. 240.
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that strategy could account for the full range of probabilistic beliefs about counterfactuals

that figure in our ordinary reasoning.

In addition to these challenges, there is a fourth argument against the reinterpretation

strategy which is more theoretical in nature. Like other strict conditional theorists, Hájek

claims that the semantics of counterfactuals closely resembles the semantics of other uni-

versal quantifiers in natural language. For instance, when discussing a certain pattern of

judgments involving counterfactuals, Hájek 2021 writes:

Universal quantification follows a similar pattern. . . So does necessity. . . The parallel
is made explicit in modal logic, which analyses necessity as universal quantification
over a suitable set of worlds. I think that it is no surprise that the parallel extends to
counterfactuals. A number of philosophers think that the semantics for counterfactuals
involves universal quantification: ‘if A would C’ is true iff all the contextually relevant
A-worlds are C-worlds. I think this too. (196-7)

This assimilation of counterfactuals to other universal quantifiers raises a puzzle. There

are plenty of natural language sentences where epistemic probability operators seem to

take scope over restricted universal quantifiers. Here are a few examples:

(67) It’s .5 likely that if you parked on the street, you must pay a fine.

(68) It’s .5 likely that every student passed the exam.

(69) It’s .5 likely that if Jones goes to the movies, she always gets popcorn.

However, we don’t naturally interpret any of these sentences as stating facts about objec-

tive chances. These sentences are not naturally interpreted as saying:

(70) If you parked on the street, it must be the case that there’s a .5 objective chance

that you pay a fine.

(71) Every student is such that there’s a .5 objective chance that they passed the exam.

(72) If Jones goes to the movies, it’s always the case that there’s a .5 objective chance

that she gets popcorn.

These judgments highlight yet another unsolved mystery for Bennett and Hájek—namely,

why are we forced to interpret probability operators that take scope over counterfactu-

als as stating facts about objective chances, when parallel readings of probability oper-

ators over other universal quantifiers are not even available? Absent any explanation,

it seems implausible that the semantics of counterfactuals would sharply diverge from

the semantics of other universal quantifiers in just this respect. At least for now, it seems

worth investigating alternatives to Bennett and Hájek’s strategy, exploring whether we can
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account for the assertability of probabilistic Heim sequences without resorting to reinter-

preting probabilistic judgments about counterfactuals as stating facts about counterfactual

objective chances.31

5 A new and improved strict conditional account

Let’s take stock. We’ve examined several accounts of counterfactuals, each corresponding

to a different paraphrase for (2-a):

(2-a) If Sophie went to the parade, she would see Pedro.

So far, we have found each of the following paraphrases to be problematic:

(73) In the closest worlds where Sophie goes to the parade, she sees Pedro.

(74) In every accessible world where Sophie goes to the parade, she sees Pedro.

(75) In the accessible worlds where Sophie goes to the parade, she sees Pedro.

For instance, (73) suggests that Antecedent Strengthening is invalid, which makes it hard

to explain why negative polarity items are licensed in the antecedents of counterfactuals.

(74) and (75) suggest that (2-a) is plainly false as uttered at the end of a Heim sequence,

which makes it hard to explain why speakers express confidence in its content in this

same context.

In this section, I develop a strict conditional account that solves both of these prob-

lems. On my account, Antecedent Strengthening comes out valid. Hence my account

explains why negative polarity items are licensed in the antecedents of counterfactuals.

But unlike the strict conditional accounts described in §3, my account can make sense of

our probabilistic counterfactual judgments. Here is my preferred paraphrase for (2-a):

(76) In every nearby world where Sophie goes to the parade, she sees Pedro.

To spell out the details of this account, we need to make a short detour to examine some

relevant literature on ‘nearby’ and similar adjectives. To be more specific, my account of

the semantics and pragmatics of counterfactuals is informed by the semantics and prag-

matics of context-dependent intersective adjectives.32 An adjective is intersective just in

case it denotes a set of individuals, and when it modifies an expression that denotes an-

other set of individuals, the resulting expression denotes the intersection of those sets.

For example, ‘80-year-old’ is an intersective adjective. The denotation of ‘80-year-old mu-

31. For further critical discussion of Bennett 2003, see Edgington 2008, p. 10; Moss 2013, p. 259–60; and Schulz
2017, p. 217–8.

32. For an introductory overview of this literature, see §2.2.1 of Morzycki 2016.
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seum’ is just the intersection of the set of 80-year-old individuals and the set of museums.

By contrast, ‘closest’ is not an intersective adjective. The denotation of ‘closest museum’

is not merely the intersection of the set of closest individuals and the set of museums.

When an adjective is intersective, it contributes the same set of individuals to the truth

conditions of a sentence at a given context, regardless of what noun it modifies. This

fact yields a simple diagnostic test for whether an adjective is intersective.33 Generally

speaking, an adjective F is intersective just in case one can validly infer:

(77) a. A is an FG.

b. A is an H.

c. Therefore, A is an FH.

The adjective ‘80-year-old’ is intersective, since we can validly infer:

(78) a. The Guggenheim is an 80-year-old museum.

b. The Guggenheim is a building.

c. Therefore, the Guggenheim is an 80-year-old building.

The adjective ‘closest’ is not intersective, since we cannot validly infer:

(79) a. The Guggenheim is the closest museum.34

b. The Guggenheim is a building.

c. #Therefore, the Guggenheim is the closest building.

What about ‘nearby’? At first glance, it does not appear to be intersective. Consider the

following example:

Fifth Avenue: Jones is walking down Fifth Avenue, several blocks away from the Guggen-
heim. Although the Guggenheim is much closer to Jones than most other museums in
New York City, there are hundreds of buildings between Jones and the museum.

It appears that we cannot validly infer:

(80) a. The Guggenheim is a nearby museum.

b. The Guggenheim is a building.

c. #Therefore, the Guggenheim is a nearby building.

In other words, ‘nearby’ appears to behave more like ‘closest’ than like ‘80-year-old’. Just

as the Guggenheim can be the closest museum without being the closest building, it seems

that the Guggenheim can be a nearby museum without being a nearby building, and so

33. Parsons 1970, p. 322; Clark 1970, p. 334.
34. A technical note: the substitution of a definite for an indefinite in (79-a) and (79-c) could be avoided by

stipulating that there are multiple closest museums and multiple closest buildings.
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it is tempting to conclude that ‘nearby’ is not intersective.

However, the prevailing view among semanticists is that we should reject this tempt-

ing conclusion. In fact, ‘nearby’ is intersective.35 At a given context, ‘nearby’ has the same

denotation, regardless of what noun it modifies. However, using ‘nearby’ to modify a

particular noun often has a significant impact on the context that a speaker is in. Partee

1995 explains:

[A]n adjective can be intersective but context-dependent, and may then appear to fail
the test [e.g., (77)] simply by virtue of the influence of the noun on the context. . . adjectives
like tall, heavy, and old are context-dependent as well as vague, with the most relevant
aspect of context a comparison class which is often, but not exclusively, provided by
the noun of the adjective-noun construction. (142)

The adjective ‘nearby’ appears non-intersective because its immediate linguistic context

influences how its denotation is resolved at a given conversational context. When we are

talking about nearby museums, ‘nearby’ may denote a different set of individuals than

when we are talking about nearby buildings. The denotation of ‘nearby’ can easily change

as we use it to modify different nouns, precisely because our context changes along with

those nouns. The same goes for a wide variety of adjectives that initially appear non-

intersective, including ‘tall’, ‘expensive’, and perhaps even ‘skillful’.36 I will focus on

‘nearby’ for present purposes, as it provides an especially apt model for my account of

counterfactuals, but the relevant insight is a general claim—namely, that the apparently

non-intersective behavior of an expression can be explained by the combination of an

intersective semantics and a pragmatic account on which the linguistic context of the

expression strongly influences its interpretation at a context.

Back to the semantics of counterfactuals. As mentioned above, my view is that (2-a)

is best paraphrased by (76):

(2-a) If Sophie went to the parade, she would see Pedro.

(76) In every nearby world where Sophie goes to the parade, she sees Pedro.

Having discussed the semantics and pragmatics of adjectives like ‘nearby’, we can now

state this idea with greater precision. Semantically, counterfactuals are strict conditionals.

The truth conditions of counterfactuals are just those endorsed by von Fintel 2001 and

other traditional strict conditional theorists. For instance, (2-a) quantifies over a domain

of worlds determined by context, and the sentence is true just in case every world in that

35. For a canonical defense of this claim, see Siegel 1976, p. 115ff. For extensive references to relevant literature,
see §2.2.3 of Morzycki 2016.

36. For intersective theories of these adjectives, see Partee 1995, p. 330ff.; Kennedy 2007, p. 11ff.; and Lassiter
2015, p. 147, respectively.
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domain in which Sophie goes to the parade is a world where she sees Pedro. Formally,

the truth of a counterfactual is defined relative to a world w and an accessibility relation f :

󰌻P 󰌓→ Q󰌼w, f is true if and only if ∀w′ ∈ f (w)
󰁗 󰌻P󰌼w, f , w′ ∈ 󰌻Q󰌼w, f

The accessibility relation is determined by context; it is a function that maps each world

to a set of nearby worlds. At a given context, simple counterfactuals like (2-a) quantify

over a single domain of worlds—informally, those that count as being nearby the world

of the context. Finally, although our main focus in this paper is simple counterfactuals,

it is worth noting that embedded counterfactuals introduce an added layer of complexity.

Like many implicit arguments, the accessibility relation f may shift when counterfactuals

are embedded under index-shifting operators. By analogy, suppose that we are standing

next to a cheap restaurant in Denver. As uttered in our context, ‘All nearby ski resorts are

such that all nearby restaurants are expensive’ may be true while ‘All nearby restaurants

are expensive’ is false. In the former sentence, ‘nearby restaurants’ denotes restaurants

that are near the expensive ski resorts, not restaurants that are near the speaker. Similarly,

‘If Alice had come to the party, then if Bob had come, we would have had fun’ may be

true while ‘If Bob had come, we would have had fun’ is false. In the former sentence,

the embedded counterfactual quantifies over worlds that are near worlds in which Alice

comes to the party, whereas the unembedded counterfactual quantifies over worlds that

are near the world of the context.

This strict conditional semantics has familiar consequences for the logic of counter-

factuals.37 For starters, Antecedent Strengthening is valid. This marks a sharp contrast

between my view and variably strict accounts of counterfactuals. Recall that variably strict

theorists maintain that (2) is invalid:

(2) a. If Sophie went to the parade, she would see Pedro.

b. #Therefore, if Sophie went to the parade and got stuck behind a tall person,

she would see Pedro.

By contrast, on my view, we should compare (2) with valid inferences like the following:

(80) a. The Guggenheim is a nearby museum.

b. The Guggenheim is a building.

c. #Therefore, the Guggenheim is a nearby building.

Of course, speakers may be reluctant to utter sequences of sentences like (80), since context

37. These consequences do not require any substantive account of the notion of accessibility used in our seman-
tics. As Santorio 2023b puts it, we should distinguish the logical sub-problem of giving a formal account of
conditionals—an account that predicts the validity and invalidity of inferences, for instance—from the simi-
larity sub-problem of connecting the formal notions in that account with notions that have intuitive content.
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readily shifts throughout a discourse in which ‘nearby’ is used with different adjectives.

But as long as context is held fixed, ‘nearby’ will denote a single set of individuals, which

is why (80) is a valid inference. Similarly, speakers may be reluctant to endorse apparent

instances of Antecedent Strengthening, since context readily shifts throughout a discourse

containing counterfactuals with different antecedents. But as long as context is held fixed,

unembedded counterfactuals uttered at that context will quantify over a single domain of

nearby worlds, which explains why Antecedent Strengthening is valid.

In addition to Antecedent Strengthening, my account validates Contraposition and

Transitivity, while explaining why speakers are often reluctant to endorse apparent in-

stances of these inference rules.38 The same goes for Import:

(81) a. If P, would (if R, would Q).

b. Therefore, if P and R, would Q.

A number of authors have challenged the validity of (81). Here is an alleged counterex-

ample due to Mandelkern 2021:

(82) a. If the die had been thrown and landed four, then if it hadn’t landed four, it

would have landed two or six.

b. #Therefore, if the die had been thrown and landed four and not landed four,

it would have landed two or six.

The premise (82-a) sounds fine, while (82-b) sounds bad. Hence at first glance, (82) ap-

pears invalid.39 However, as with other rules of inference, appearances can be deceiving.

Recall that we naturally interpret (2-a) as quantifying over a modest domain of worlds,

while we interpret (2-b) as quantifying over a much larger domain. Similarly, we may

naturally interpret (82-a) as quantifying over a restricted domain of worlds, while we

interpret the counterpossible (82-b) as quantifying over a larger domain, perhaps even

the domain of all metaphysically possible worlds. Hence the infelicity of (82-b) does not

establish that (82) is a genuine counterexample to Import.40

Although I have endorsed a strict conditional semantics, my view of the pragmatics of

counterfactuals sharply diverges from the views of other strict conditional theorists. On

my view, our interpretation of a counterfactual is strongly guided by its antecedent, in just

the same way that our interpretation of an adjective like ‘nearby’ is strongly guided by

the noun that it modifies. Hence compared with existing accounts, my view makes better

38. See §1.8 of Lewis 1973 for discussion of apparent counterexamples to Contraposition and Transitivity, and
see §2.1 of Starr 2019 for discussion of the relationship between these rules and Antecedent Strengthening.

39. For additional examples, see Etlin 2008, §3.6.3; Starr 2019, §2.4; and Santorio 2023a, §5.2.
40. There are no metaphysically possible worlds where the die lands four and does not land four, and accord-

ingly, some authors argue that (82-b) is trivially true. A detailed discussion of counterpossibles is beyond the
scope of this paper, but see Kocurek 2021 for a helpful survey of relevant literature.
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predictions about how counterfactual domains evolve. As explained in §3, many strict

conditional theorists agree that the domain of a counterfactual can easily shift throughout

a discourse. It’s easy to expand the domains of quantifiers, raise the standards of preci-

sion for interpreting loose speech, and decrease the exception tolerance of plural definite

expressions. The problem is that all of these shifts are asymmetrical. It’s significantly

harder to contract quantifier domains, lower standards of precision, or increase the ex-

ception tolerance of plural definites. As a result, traditional strict conditional theorists

end up endorsing a semantic account of infelicitous Heim sequences. By contrast, on my

view, there is no significant asymmetry in the way that counterfactual domains expand

or contract. It’s easy to go from talking about nearby buildings to talking about nearby

museums, but it’s just as easy to go in the reverse direction. The same goes for coun-

terfactuals. It’s easy to shift back and forth between talking about nearby worlds where

Sophie goes to the parade and nearby worlds where she goes and gets stuck behind a tall

person. Because the antecedent of a counterfactual strongly guides its interpretation, my

view entails that counterfactual domains can easily expand and just as easily contract.

6 Applying the synthesis view of counterfactuals

Let’s see my §5 account in action. In the rest of this paper, I explain how my view accounts

for our intuitive judgments about counterfactuals, where existing views cannot. Recall our

initial alleged counterexample to Antecedent Strengthening:

(2) a. If Sophie went to the parade, she would see Pedro.

b. #Therefore, if she went to the parade and got stuck behind a tall person, she

would see Pedro.

On my account, we should expect (2) to pattern with similar sequences of sentences con-

taining context-dependent intersective adjectives. Here is a useful example:

Midnight Blizzard: We are walking past the local public library in the early hours of the
morning. A major blizzard has just hit the city, and the streets are deserted. Thankfully,
the city has opened its warming centers, public buildings that are designated to stay
open overnight in order to provide shelter during extreme weather conditions.

In this context, it sounds bad to say:

(83) a. All nearby buildings are closed.

b. #Therefore, all nearby warming centers are closed.

As uttered in the same context, (83-a) entails (83-b).41 But when the speaker starts talk-

41. Strictly speaking, we need the implicit premise that all warming centers are buildings; readers should add
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ing about warming centers, context shifts so that ‘nearby’ applies to an expanded set of

buildings. Hence our natural interpretation of the second sentence does not follow from

our natural interpretation of the first. The same goes for (2). Antecedent Strengthening

is a valid rule of inference. As uttered in the same context, (2-a) entails (2-b). But when

the speaker starts talking about Sophie getting stuck behind a tall person, context shifts

so that the counterfactual domain expands, and (2-b) is false.

So far, my account gives the same explanation for our judgments as the standard strict

conditional views described in §3. But my account gives a different explanation of our

judgments about Heim sequences such as:

(3) a. If Sophie went to the parade and got stuck behind a tall person, she wouldn’t

see Pedro.

b. #But of course, if she went to the parade, she would see Pedro.

Again, we should understand (3) by comparing it with a similar sequence of ‘nearby’

sentences. Initially, it could sound perfectly fine for speakers in the context of Midnight

Blizzard to assert that all nearby buildings are closed. But as soon as we start talking

about warming centers, it will become obvious that we can’t rule out that the library is a

warming center, which is why the following sequence will be infelicitous:

(84) a. All nearby warming centers are open.

b. #But of course, all nearby buildings are closed.

Here it is important to note that (84-b) is not infelicitous because it is plainly false. The

denotation of ‘nearby’ shifts when we start talking about warming centers in (84-a), but

it shifts back just as easily in (84-b). In fact, if the library isn’t a designated warming

center, (84-b) may well turn out to be true. (84-b) sounds bad for pragmatic reasons.

The sentence (84-a) raises a certain possibility to salience—namely, that the library has

stayed open overnight due to the storm. In just the same way, the counterfactual domain

shifts when we start talking about tall people in (3-a), but it shifts back just as easily

in (3-b). It may well turn out that Sophie wouldn’t get stuck behind a tall person if she

went to the parade, in which case (3-b) may well turn out to be true. When it comes

to infelicitous Heim sequences, it is the variably strict conditional theorist who gives the

correct diagnosis: (3-b) sounds bad not because it is plainly false, but because the speaker

isn’t in a good enough epistemic position to say it.42

This pragmatic diagnosis of Heim sequences brings us to one of the main advan-

tages of my strict conditional account—namely, that it can make sense of our judgments

this assumption throughout.
42. For a detailed exposition of this argument on behalf of variably strict theorists, see Moss 2012.
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about probabilistic Heim sequences, where extant strict conditional accounts fail. Again,

‘nearby’ sentences provide a helpful model. Although (84) sounds bad in the context of

Midnight Blizzard, the following sequence sounds fine:

(85) a. All nearby warming centers are open.

b. But more likely than not, all nearby buildings are closed.

Since our interpretation of ‘nearby’ is strongly influenced by linguistic context, the exten-

sion of ‘nearby’ contracts in (85-b), so that this sentence concerns the same set of nearby

buildings that is used to interpret (83-a). Even if we can’t rule out that the library is a

warming center, we can rationally believe that it probably isn’t a warming center, which

is why (85-b) sounds fine. The same goes for similar sequences of counterfactuals. Recall

that the following sequence sounds fine:

(26) a. If Sophie went to the parade and got stuck behind a tall person, she

wouldn’t see Pedro.

b. But more likely than not, if she went to the parade, she’d see him.

Since our interpretation of counterfactuals is strongly influenced by linguistic context, the

counterfactual domain contracts in (26-b), so that this sentence concerns the same domain

of nearby parade worlds that we use to interpret (2-a). Even if we can’t rule out that

Sophie would get stuck behind a tall person at the parade, we can rationally believe that

she probably wouldn’t get stuck, and so we can rationally believe (26-b).

This account of probabilistic Heim sequences relies on an assumption that is shared

by the theories of counterfactuals that I am aiming to reconcile—namely, that we inter-

pret counterfactuals like (2-a) relative to a detailed similarity relation according to which

worlds where Sophie gets stuck behind a tall person may be farther away than the closest

worlds where she goes to the parade and sees Pedro. In fact, Stalnaker, Lewis, von Fin-

tel, and Gillies would agree that (2-a) does not concern worlds where Sophie gets stuck

behind a tall person at the parade. These theorists use different formal frameworks to

model the detailed similarity relation that obtains among worlds: Stalnaker 1968 uses

selection functions, Lewis 1973 uses systems of spheres, von Fintel 2001 uses modal

horizons, and Gillies 2007 uses counterfactual hyperdomains. But when it comes to or-

dinary counterfactuals like (2-a), the upshot of each theory is the same—namely, worlds

where Sophie gets stuck behind a tall person may count as fairly distant possibilities. On

my account, the domain of (26-b) includes just those worlds that would be distinguished

by the selection function, inner sphere, member of the counterfactual hyperdomain, or

modal horizon that is provided by the initial context of (2-a), and it is unlikely that this

domain includes worlds where Sophie is stuck behind a tall person.
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There is an alternative view—endorsed by Al Hájek, among others—according to

which counterfactuals are necessarily evaluated relative to similarity orderings that do

not make such detailed distinctions between worlds. As Hájek explains, “von Fintel and

Gillies think that. . . ‘If A would C’ is true iff all the contextually relevant A-worlds are C-

worlds. I think this too—I’m just inclusive about which A-worlds are relevant, and that’s

what drives my skeptical arguments” (196-7). According to Hájek, there is no principled

reason to exclude worlds where Sophie gets stuck behind a tall person from the domain

of the counterfactual operator in (86) as uttered in ordinary contexts:

(86) If Sophie went to the parade, she would see Pedro.

Hájek denies that (86) is often interpreted relative to a domain of nearby worlds where

Sophie goes to the parade and sees Pedro in every world in this domain. In his view, it

is hard to make sense of why some worlds where Sophie gets stuck behind a tall person

should not count as being just as nearby as any of these worlds.43 This alternative view

has been a subject of lively debate, with more traditional theorists taking themselves to

defend accounts of the similarity relation according to which worlds where Sophie is

stuck behind a tall person would fail to count as nearby worlds.44 Within the scope of

this paper, I am not aiming to settle this debate. Rather, I am adjudicating between—and

ultimately, synthesizing—strict conditional and variably strict conditional views that all

accept that we often interpret the sentence (86) relative to a set of nearby worlds that

excludes worlds where Sophie gets stuck behind a tall person, and accordingly, I accept

that same working assumption as I give my account of probabilistic Heim sequences.45

In addition to predicting our judgments about probabilistic Heim sequences, my ac-

count solves the problem for strict conditional theorists introduced at the end of §3. Recall

that other strict conditional theorists compare (39) with (42):

(39) Which is more likely—that this match would light on fire if you were to strike it

after soaking it in water, or that it would light on fire if you were to strike it?

(42) Which is more likely—that every mosquito in this store is asleep, or that every

43. For a detailed defense of the view that the domain of (86) generally does include worlds where Sophie is
stuck behind a tall person, see Loewenstein 2021.

44. Accounts of the similarity relation used to interpret counterfactuals were first developed in response to Fine
1975. For a detailed survey of traditional accounts of the similarity relation, see §4 of Santorio 2023b.

45. The strict conditional semantics that I endorse is consistent with the assumption that the counterfactual
domain contains only one world, and indeed, ordinary speakers often talk as if there are determinate facts
about what would happen if the antecedent of a counterfactual were true. When we have .5 credence
that a fair coin would land heads if flipped, for instance, we are forming beliefs as if there is some fact
of the matter of which we are ignorant—namely, how the coin would land if flipped. Like the variably
strict view defended in Stalnaker 1968, my view is consistent with the assumption that there is a unique
closest world where the coin is flipped. The difference is that for Stalnaker, uniqueness assumptions are
semantically encoded as presuppositions of counterfactuals, whereas on my view, uniqueness assumptions
are self-standing hypotheses that speakers accept in many—but not all—contexts.
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animal in this store is asleep?

As (42) demonstrates, it is hard to contract a quantifier domain after it has just been

expanded. Intuitively, the domain of the second quantifier in (42) contains every mosquito

in the store, which is why the first disjunct of (42) is more likely than the second. Similarly,

von Fintel and many other strict conditional theorists predict that it should be hard for

the counterfactual domain to contract in (39). Hence they predict that the first disjunct

of (39) is more likely than the second, which is a counterintuitive result. By contrast, my

account compares (39) with the following question:

(87) Which is more likely—that all nearby warming centers are closed, or that all

nearby buildings are closed?

If the adjective ‘nearby’ had the same expanded denotation throughout (87), then the

second disjunct in (87) would entail the first, and the intuitive answer to (87) would be

that the first disjunct is more likely. But in a context where a major blizzard has just

hit our city, the intuitive answer to (87) is that the first disjunct is less likely than the

second. According to my account, the same goes for (39). Since our interpretation of

counterfactuals is strongly influenced by linguistic context, it is easy for context to shift so

that the second counterfactual in (39) quantifies over worlds that are nearby in a stronger

sense, which explains our ordinary judgment that the first counterfactual is less likely

than the second.

In conclusion, we have investigated the most prominent views of counterfactuals and

identified problems for each. Strict conditional theorists defend a problematic diagno-

sis of Heim sequences—namely, that the counterfactual domain expands to make simple

counterfactuals come out false. Variably strict conditional theorists defend an antithesis to

the standard strict conditional view—namely, that the sentences of a Heim sequence are

consistent and merely unassertable. Each of these views gets something right. The stan-

dard strict conditional theorist is right to say that Antecedent Strengthening is valid. As

uttered at the very same context, (2-a) does indeed entail (2-b). Meanwhile, the variably

strict conditional theorist is right that (3-b) can turn out to be true after (3-a), and that

Heim sequences are often infelicitous for pragmatic reasons. In order to make sense of

our probabilistic counterfactual judgments, strict conditional theorists must incorporate

a key insight of the variably strict conditional account—namely, that the antecedent of a

counterfactual strongly influences the worlds that the counterfactual quantifies over. It’s

just that for the strict conditional theorist, this influence is mediated by the conversational

context. Just as speakers can use ‘nearby’ to modify a particular noun and thereby affect

our interpretation of that very use of ‘nearby’, speakers can utter a counterfactual with
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a particular antecedent and thereby affect our interpretation of the conditional itself. Of

course, this proposal is not intended to resolve more than half a century of debate about

counterfactuals. Strict conditional theorists could still prefer to endorse an error theory of

nearly all of our probabilistic counterfactual judgments, for instance. Variably strict the-

orists could undermine the arguments that have been used to motivate strict conditional

semantic theories.46 But in order to make progress, it is important to see that debates

about counterfactuals have historically been distorted by a false dichotomy between strict

conditional views, on the one hand, and views that vindicate our probabilistic judgments,

on the other. By embracing just the right synthesis of semantic and pragmatic accounts of

counterfactuals, we can account for judgments that have presented challenges for many

existing views.

46. For a recent survey of such arguments, see chapters 10 and 13 of Williamson 2020; for a defense of a
widespread error theory of counterfactual judgments, see chapters 11 and 16.
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